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The Media Trust Digital Security & Operations (DSO) team detected and thwarted a malicious 
campaign that used advanced obfuscated code and delivery patterns to evade signature-
based defenses often used by publishers. Named Ghostcat-3PC by the DSO, the malware 
powering this recent attack ran behind the scenes to slip through conventional blockers in 
order to hijack mobile browser sessions in the U.S. and Europe. Over the course of three 
months, the team discovered more than 130 outbreaks that affected hundreds of well-known 
publishers. 

The DSO discovered the malicious ad while analyzing suspicious code from files hosted on 
two cloud platforms, one of which had the URL: qing.js. The malware hid in an ad served to the 
publishers. When the malicious ad was delivered to the browser, it lifted browser fingerprints 
and used them to check: 

• Whether the ad was running on one of 100+ publishers it was targeting (Figure 1) 

• Whether it was on an actual web page, not a sandbox environment (Figure 2) 

Figure 1: Code sample reveals list of targeted publications 
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Figure 2: Phase 1 - Preliminary checks 

 
These Boolean conditions made up the first of two sets of determining factors that would allow 
script to execute. To evade detection, the malicious URL (Figure 3) was split to deceive 
publisher blockers.  

The URL delivered heavily obfuscated malicious JavaScript, which, once decrypted, executed 
embedded code that ran the second set of conditions (Figure 4), namely whether: 

• The code was served to a mobile device (iPhone and Android) 

• It was delivered to a mobile-specific browser 

• The device was located in one of the targeted countries 

• It was running in a sandbox or test environment  

 

Figure 3: Concatenated URL 
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If the checks concluded that the user fit the targeted profile, 
the malware would append a malicious script to the end of 
the page, assigning the obfuscated URL as its source, and 
initiate a fraudulent popup. This popup, if clicked, would lead 
the user to malicious content. (Figure 5). 

What’s most interesting about the second phase is the 
check for the presence of blocker scripts. (Figure 6) At this 
juncture, the malware wanted to find out what blockers were 
present. One possible reason behind this check is for the 
malware author to track which attacks work and which ones 
fail in the presence of certain blockers or other security 
tools. In other words, the author tests whether the script had 
been added to any of the providers’ blocklists. It’s important 

Figure 4. Phase 2 – Delivery path with checks 

Figure 5: The fraudulent reward 
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to note that despite these tools’ presence, the malware executed and presented the user with 
a fraudulent reward. 

 
 

Exploiting defense security 
weakness 
The malware achieved persistence by cloaking malicious code with additional, seemingly 
innocuous code. Most blockers work by detecting known malicious signatures found in an ad 
tag or on a publisher site. These signatures are typically static in nature and therefore must 
result in an exact match to the malicious code in order to be successful. Any change to the 
targeted code, no matter how minor, will prevent the blocker from producing a match to the 
specified signature.  

Attackers split the malicious URL that was originally hosting the malicious script, qing.js 
(Figure 7). In this scenario, blockers on the lookout for “qing.js” failed to recognize the 
obfuscated URL and therefore allowed it to execute.  

Figure 7: How URLs were split 

Figure 6. Phase 2 – Check to verify presence of malware blockers in publisher environment 
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For good measure, the attackers also used hexadecimal encoding to avoid detection. 
Hexadecimal encoding adds a layer of obfuscation to the concatenated URL and the 
JavaScript file that delivers it (Figure 8). 

 
Figure 8: How hexadecimal encoding was combined with URL concatenation 

These changes to the URL, combined with the large number of subdomains in use, made the 
attacks hard to detect and, even once discovered, hard to follow. Obfuscation blurred any links 
between the subdomains and the ads, making these links impossible to find except by experts 
familiar with tracking evolving threat patterns.   

A Massive Attack 
The malicious attack was out of the ordinary not only in sophistication but also in scale. The 
DSO stopped more than 130 unique outbreaks over just three months. In that period, the 
malware script morphed into four different versions, each one concatenating URLs to hide from 
blockers. This method of foiling blockers enabled attackers to repeatedly infiltrate the supply 
chain—unimpeded—and infect hundreds of publisher websites and their millions of users.  
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Cybercrime Group Tracked Their 
Progress 
The DSO noted the malvertiser’s use of a host and file naming convention. The pattern 
emerged once the number of split URLs hosting the malicious script and the number of 
infected ad campaigns appeared to have reached a critical mass. The convention seemed to 
associate the script with and track each campaign. To track the script’s progress, file names 
and hosts varied with each campaign, and included the JavaScript file name and the image 
width. 

For example: 

 
 
 
Note the strict naming convention for JavaScript file names, which includes the use of Chinese 
words for: 

• Numbers (“ba” means 8 and “si” means 4) 

• Elements (“shui” means water) 

• Basic colors (“huang” means yellow, “zi” means purple, “qing” means green, “cheng” 
means orange) 

• Animals (“niu” means cow)  

• Vehicles (“che” means car, “sanling” means Mitsubishi)  

 
The URL naming convention suggests the involvement of a group of hackers who continually 
morph their code and URLs to track their progress while evading blockers. 

The DSO continues to track the attack, knowing more incidents involving other iterations of the 
malicious code is likely still out in the wild, attacking poorly protected websites and infecting 
their users.  
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Protecting the digital ecosystem from 
this threat 
The DSO immediately contacted and worked with clients on: 

• Reviewing their logs for the presence of the malicious domains 

• Contacting their upstream digital partners, who could identify and remove the buyer 
from the digital supply chain 

• Switching to a smart blocker that could recognize new and emerging malicious domains 

Today’s new and emerging threats are designed to fool signature-based security tools by 
combining a number of advanced techniques in obfuscation and morphing. In such a 
challenging environment, the best defense is one that involves collaboration with the entire 
digital supply chain on identifying and rooting out malicious actors. A single security solution 
will be no match against the thieves and fraudsters who continue to sharpen their saws. Nor 
will it fulfill the data security requirements of a rising number of data privacy laws like the 
upcoming California Consumer Privacy Act. More important, consumers more willing and 
enable than ever before to vote with their feet—and file lawsuits—won’t entrust their business 
with companies that can’t be trusted with their data.  


